
LLNL-PRES-755372
This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under contract DE-
AC52-07NA27344. Lawrence Livermore National Security, LLC

Visual Exploration of Latent Spaces 
in Deep Neural Network Models
Shusen Liu

08/08/2018

Postdoc Researcher, Data Analysis Group, CASC

Presenter
Presentation Notes
LLNL-PRES-755372



2
LLNL-PRES-755372

Latent Space in Deep Neural Network

 Latent space captures the innate variations of the data

Image source: 
https://towardsdatascience.com/ 

Latent Representation
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Essential for understanding the underlying pattern of the data
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Latent Space in Deep Neural Network

 Essential for understanding the underlying pattern of the data
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 Generative Models 
— Variational Autoencoder (VAE)
— Generative Adversarial Network (GAN)
— Generate new instances by sampling / interpolating in the learned latent space

Latent Space of Generative Models
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 Generative Models 
— Variational Autoencoder (VAE)
— Generative Adversarial Network (GAN)
— Generate new instances by sampling / interpolating in the learned latent space

Latent Space of Generative Models

[Wu et al. 2017] [Karras et al. 2017]
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The Challenges in Making Sense of the Latent Spaces

 The high-dimensional nature of the representation
— It is hard for human to understand a space with a dimension higher than 3

 There is no explicit meaning for the dimension in the latent space
— The meaning of distances and locations within such a space are not clearly defined

 Require both local and global interpretation
— What are the nearby samples of a given point in the latent space
— Are there distinct regions in the latent space

 Existing interpretability works mostly focus on supervised models
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The State-of-the-Art of Model Interpretation in Deep Learning

 Attribution:

 Feature Visualization:

 Few works focused on the interpretability of the latent space

Label: bow tie

Which part of image leads 
to the prediction?

What feature does a part 
of the network seek? 

Label: bow tie

Image source: 
https://distill.pub/2018/building-blocks/
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Interactive Data Visualization as a Tool for Latent Space Exploration

 Intuitive visual encodings 
— Parallel Coordinate
— Dimensionality Reduction (t-SNE)
— Scatterplot Matrix

 Exploratory analysis via interactive exploration
— Linked views
— User guided exploration

Parallel Coordinates t-distributed stochastic 
neighborhood 

embedding (t-SNE)
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Parallel Coordinate Plots Basics

Scatterplot Parallel Coordinates
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Parallel Coordinate Plots Interactions

Re-arrange Axis Brushing & Linking
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Case Study: Examine the Latent Space of the Physical Simulation

 We have built a deep neural network for predicting physical simulation outputs 
— For an analytical model of the inertia confinement fusion (ICF) 
— Predicting images and scalars (in this case we focus on the images)

Model Predicted image

 Analysis Goals:
— Assess the difference choices of latent space dimensions (10D vs 16D)
— Examine what are the image patterns captured by the latent representation
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List of Available  
Visualization
Components 

Parallel Coordinate

t-SNE embedding Dimension reduction control 

Image Display

• Part of our high-dimension data 
visualization tool NDDAV

• Directly interfacing with existing 
python code

Interactive Visualization Environment for Latent Space Exploration
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Latent Space Comparison
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Examine latent dimensions and their relationships
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Initially we experimented with a 16D latent space, in which the visualization show the existence of a number of extremely sparse dimensions (the new latent space does not exhibit a similar issue)
However, the correlation between the dimensions may indicate a lower intrinsic dimension than 10D
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What image variations are captured in the latent space?

Explore Distinct Image Patterns in the Latent Space
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Conclusion & Future Directions

 There is an increasing demand for making sense of latent spaces

 Interactive visualization is a useful tool for understanding latent space
— Can potentially play an important role in the model design process

 Interpreting the latent space vs. making the latent space more interpretable
— Visualize how physically meaningful properties distributed in the high-dimensional latent space
— Adding interpretability constrain in the latent space construction process (i.e., forcing the dimension 

to be meaningful)
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