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▪ Analyst challenges

▪ Process model

▪ Developing a large scale multimodal information retrieval 
system
▪ Datasets
▪ Training

▪ Retrieval results
▪ Image-to-image
▪ Stock image-to-real image
▪ Text-to-image
▪ Image-to-video

Agenda
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Analyst Challenges

▪ Increasing volume, rate, and variety of information 

▪ Potential for low density of highly valuable data

▪ Unlabeled or improperly labeled data

▪ Increasing number of sources that are difficult to monitor 
systematically 

▪ Unstructured data
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Process Model
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Couples unsupervised and supervised pre-training on large-scale, 
generic open source datasets with fine-tuning on small, curated, 
nonproliferation-specific datasets

Large-Scale Multimodal Information Retrieval 
System
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Step 1: Training Unimodal DNNs

Modality Model Training Data

Text
“Gas Centrifuge”

“Centrifuge cascade” FastText

New York Times snapshot (1987-2007)
Wikipedia snapshot ( April 3, 2015)

Subject matter expert (SME)-curated 
NFC-related documents

Image
Imagenet-21k-

inception
ImageNet

SME-curated NFC images

Video
Treated as a series of 

static images
SME-curated NFC videos
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Step 2: “Merger” Mappings

▪ Training data: need aligned 
data from different 
modalities

▪ training partition of ESP-Game 
dataset (53,252 images and 
corresponding tags)

▪ 12 labeled examples from each 
object category in NFC-related 
image datasets

▪ Enables retrieval of items by 
returning nearest neighbors 
to a seed query in the 
multimodal feature space



Retrieval Results
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Image-to-Image

Approach: Embed NFC-related images in background set from ESP-Games dataset and assess 
how well the system can retrieve them
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Stock Image-to-Real Image

Approach: Embed NFC-related images in background set from ESP-Games dataset and assess 
how well the system can retrieve them
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Text-to-Image
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Image-to-Video

Approach: Find scenes in a collection of videos by performing frame-by-frame matching in the 
multimodal feature space with a seed image
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Future Research

▪ Grow curated datasets in depth and breadth of NFC coverage

▪ Develop and incorporate video-specific DNNs that can focus on 
and follow objects

▪ Expand modalities to include transactional data (data collection 
and curation in progress)
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