
Deep Entity Embeddings for Cancer Survival Prediction 

A.R. Gonçalves1, A.P de Oliveira1, P. Ray1, B. Soper1, D. Widemann1, J. Nygard2, M. Nygard2

1Lawrence Livermore National Laboratory, 2Cancer Registry Norway

We used entity embeddings in deep neural networks

(DNNs) for the task of cancer survival prediction based

on demographical and physiological information. Results

showed that the learned embeddings helped to provide

more accurate predictions than regular encodings for

DNNs, and the learned features boosted the performance

of other machine learning methods.

Introduction

Methodology

Experiments and Results

• Being able to predict survival time of patients diagnosed with cancer 

can help unveil important factors to the development of the disease 

and treatment effect. 

• The discrete nature of the associated data makes it harder to train 

machine learning models based on linear/non-linear function 

mapping. 

• Common approaches are to use categorical variable encodings such 

as label and one-hot encoding. 

• We want to validate whether entity embeddings can help improving 

the prediction of survival time with machine learning models. 

For each categorical variable we train an embedding. Real value

variables are simply passed through to form the new (latent) feature

representation, which is then connect to the next layers. The learned

features can be used by other regressors.

We trained a NN with 2 inner dense layers after the embeddings with 32

and 12 nodes. Total of 3872 parameters. Dropout p=0.9 and selu

activation function. We used Adam optimizer. Embeddings were

extracted and used as input features for the regressors. Executed 10

independent runs.
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Discussion

• Results showed that entity embeddings are promising mechanisms to 

boost the training of deep neural networks. 

• The new features learned can be used as input for other machine 

learning regressors. 

• In the next steps we want to be able to train embeddings for multiple 

variables jointly to capture dependence among the variables. 

Data

We used public available SEER dataset from National Cancer Institute

(NCI) containing cancer incidences in the US from 1973 to 2015. Total

amount of data is 27,234 samples. Censoring issued is dealt with IPCW

technique.

Dataset used in our experiments 

Predictive performance using traditional encodings and

embeddings. Embeddings boosted performance of machine

learning methods.
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