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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.
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• A little bit of science 
• Machine learning and high energy “jets” 
• Applications of ML4Jets 
✦ CNN’s for “pileup” noise 
✦ GANs for simulation 
✦ Weak supervision and learning from data



Goal: We want to study the structure of the 
smallest building blocks of matter.  For this, we 

need the most powerful microscope ever built! 
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High Energy Physics at the LHC
Center-of-mass energy = 13 TeV

99.9999997% 
speed of light

Deposits in our 
calorimeters

Reconstructed 
trajectories of 

charged particles

In total: 100 
million readout 

channels !
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…this is a very active field of research!
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Jet parse trees

kt

anti-kt
I Attempt to reverse the generative process

I Sequential recombination algorithms

I Cambridge-Aachen, kt , anti-kt

I Binary tree representation
I NLP methods for parse trees
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https://arxiv.org/pdf/1702.00748.pdf
https://dl4physicalsciences.github.io/files/nips_dlps_2017_29.pdf
https://arxiv.org/abs/1407.5675
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Solving challenges for jets with ML

Weakly supervised learning
(learning directly from data)

Neural-network 
based simulation / 

generation

“Pileup Mitigation with 
Machine Learning”

Machine learning may help us achieve 
greater precision, become more 

model independent, & learn about 
emergent features of the strong force!



pp collisions at the LHC 
don’t happen one at a time!

the extra collisions are called pileup 
and add soft radiation on top of our jets

this is akin to image 
de-noising - we can 

use ML for that!

Solution 1: Noise (“pileup”)
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Figure 1: An illustration of the convolutional neural net architecture. The input is a three-

channel image: blue represents charged radiation from the leading vertex, green is charged

pileup radiation and red is the total neutral radiation. The resolution of the charged images is

higher than for the neutral one. These images are fed into a convolutional layer with several

filters whose value at each pixel is a function of a patch around that pixel location in the

input images. The output is an image combining the pixels of each filter to one output pixel.

– 5 –

…also a natural 
application of 

convolutional NNs!

Strange noise 
because we can 

measure ~2/3 of it 
(charged pileup)

Solution 1: Noise (“pileup”)



“Pileup Mitigation 
with Machine 

Learning”

P. Komiske, E. Metodiev, BPN, and M. Schwartz, JHEP 12 (2017) 051

Solution 1: Noise (“pileup”)
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https://arxiv.org/abs/1707.08600
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Training NN’s is slow, 
but evaluation is fast

Physics-based 
simulations of 
jets are slow

What if we can learn to 
simulate jets with a NN?

�14Solution 2: Accelerating simulation



One image 
per calo layer

One network per particle type; 
input particle energy

ReLU to 
encourage sparsity

use layer i as 
input to layer i+1

M. Paganini, L. de Oliveira, and BPN, PRL 120 (2018) 042003

�15Solution 2: Accelerating simulation

Generator inside 
Generative Adversarial 

Network (GAN)

https://arxiv.org/abs/1705.02355


Qualitative agreement; 
clearly also room for 

improvement.

�16

9

Depth-weighted total energy ld

FIG. 12: Comparison of shower shape variables, introduced in Table IV, and other variables of interest, such as the
sparsity level per layer, for the Geant4 and CaloGAN datasets for e+, � and ⇡+.

Energy in first layer [GeV]

Solution 2: Accelerating simulation

up to x105 faster!

Active development 
at LHC to implement 
GAN-like approaches 

(see e.g. this)

M. Paganini, L. de Oliveira, and BPN, PRL 120 (2018) 042003

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-SOFT-PUB-2018-001/
https://arxiv.org/abs/1705.02355
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For supervised learning, we depend on labels
labels usually come from simulation

What if data and simulation are very different?
…your classifier will be sub-optimal

quark gluonquark vs gluon 
jets in simulation

quark gluonquark vs gluon 
jets in data

�17Solution 3: Learning directly from data



J. Barnard et al. 
Phys. Rev. D 95, 014018 (2017)

5

Figure 3: This figure shows the W-jet image di↵erences
between the default PYTHIA shower and the alternate VINCIA

shower in PYTHIA (top left), the default SHERPA shower (top
right), the default HERWIG angular shower (bottom left) and
the HERWIG dipole shower (bottom right). The plots have been
individually normalised.

To gain an understanding of the systematic uncer-
tainties in using networks trained on simulated data,
we study the behaviour of networks across a variety of
di↵erent generators and parton showers which all provide
an adequate description of current LHC data. We assume
that given a number of di↵erent ROC curves derived from
di↵erent generators and parton showers, the envelope of
these curves provides an approximate uncertainty band
associated with training the network on simulated, rather
than real, data.

Recently, Ref. [48] has studied parton shower uncer-
tainties in HERWIG 7. They divide the uncertainties into
a number of classes: numerical, parametric, algorithmic,
perturbative and phenomenological. Numerical uncer-
tainties can be decreased by increasing the number of
events, while parametric uncertainties are those external
to the MC generator: masses, couplings, PDFs and
so forth. The focus of our work in this section is on
algorithmic uncertainties, those due to di↵erent choices
of parton shower algorithm. The authors of Ref. [48]
focus on perturbative and phenomenological uncertain-
ties, which are from truncation of expansion series and
parameters deriving from non-perturbative models. Our
work is more in the spirit of the ‘Towards parton shower
variations’ contribution to the 2015 SM Les Houches
Proceedings [49]. Previous studies also exist within the
HERWIG framework on the implications of MC uncer-
tainties on jet substructure in the context of Higgs
searches [50].

We generate background and signal events with

three of the most widely used MC generators:
PYTHIA 8.219 [41], SHERPA 2.0 [51, 52] and HERWIG 7.0 [53,
54]. For PYTHIA 8 we study both the default shower
and the VINCIA shower [55, 56], and for HERWIG we
include both the default (angular ordered) and dipole
showers [57, 58], giving us five di↵erent parton shower
models to study.
The default HERWIG shower (known as QTilde) is based

on 1 ! 2 splittings using the DGLAP equations, with
an angular ordering criterion [59]. The SHERPA shower is
based on a Catani-Seymour dipole formalism [60]. In this
case one particle of the dipole is the emitter which under-
goes the splitting, while the other is a spectator which
compensates for the recoil from the splitting and ensures
that all particles remain on their mass-shells throughout
the shower, leading to easier integration with matching
and merging techniques. The default shower in PYTHIA 8
is also a dipole style shower [61], ordered in transverse
momentum.
While parton showers have traditionally been based

upon partonic DGLAP splitting functions, another possi-
bility is to consider colour-connected parton pairs which
undergo 2 ! 3 branchings (note that this is distinct
from Catani-Seymour dipoles used in SHERPA, where one
parton is still an emitter, and the other recoils). In
these so-called antenna showers, the 2-parton antenna
is described with a single radiation kernel. This has the
advantage, for instance, of explicitly including both the
soft and collinear limits. We use the recently released
VINCIA [55, 56] plug-in for PYTHIA 8 as a representative
antenna shower.
These event generators also provide di↵erent treat-

ments of the soft radiation from the underlying event
which accompanies each hard partonic scattering. They
also possess di↵erent implementations of the parton-to-
hadron fragmentation process being based either around
cluster fragmentation ideas (HERWIG and SHERPA) or the
Lund string model (PYTHIA), giving us a wide range of
QCD-related e↵ects to probe. To incorporate detector
e↵ects such as smearing we pass all events through
the Delphes 3 detector simulator [42]. In the studies
presented here, our baseline shower is PYTHIA 8 with its
default settings.
We construct average jet images for all five di↵erent

generators and showers under investigation, and then
subtract the default PYTHIA average jet image in order
to see the di↵erences in the average radiation patterns.
The results are shown in Fig. 3 for the W-jet signal. We
have normalised the intensity di↵erences of the pixels so
that red indicates a region of excess and blue a deficit
relative to the PYTHIA default. While the VINCIA is
roughly similar to the PYTHIA default, the SHERPA and
HERWIG dipole showers exhibit more intense radiation in
the resolved subjets and a substantial deficit in the region
between the subjets. The HERWIG angular shower shows
the opposite, with less radiation in the subjet cores and
more di↵use radiatioon. QCD radiation exhibits similar
features.

DNN classifiers 
can exploit 

subtle features

subtle features are 
hard to model !

we need to be 
careful about which 

models we use - 
only data is correct

Boosted Higgs boson jets

For a mixed approach, see 
G. Louppe et al.

�18Solution 3: Learning directly from data

https://arxiv.org/abs/1611.01046
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complex models with high-dimensional inputs. As a
concrete illustration, we use an image representation
to distinguish the radiation pattern from high energy
quarks from gluons (“jet images” [2]). Convolutional
neural networks (CNNs) are applied to the quark and
gluon jet images, where the dimensionality of the inputs
is O(1000) and simulation mis-modeling issues are a
challenge [26, 39–43]. We find that CWoLa more robustly
generalizes to learning with high-dimensional inputs than
LLP, with the latter requiring careful engineering choices
to achieve comparable performance. Though we use
a particle physics problem as an example, the lessons
about learning from data using mixtures of signal and
background are applicable more broadly.

We begin by establishing some notation and formulat-
ing the problem. Let x represent a vector of observables
(features) useful for discriminating two classes we call
signal (S) and background (B). For example, x might be
the momenta of observed particles, calorimeter energy
deposits, or a complete set of observables [7, 8]. In fully
supervised learning, each training sample is assigned a
truth label such as 1 for signal and 0 for background.
Then the fully supervised model is trained to predict the
correct labels for each training example by minimizing
a loss function. For a su�ciently large training set,
an appropriate model parameterization, and a suitable
minimization procedure, the learned model should ap-
proach the optimal classifier defined by thresholding the
likelihood ratio.

Data collected from a real detector do not come with
signal/background labels. Instead, one typically has two
or more mixtures Ma of signal and background with
di↵erent signal fractions fa, such that the distribution
of the features, pMa(x), is given by:

pMa(x) = fa pS(x) + (1 � fa) pB(x), (1)

where pS and pB are the signal and background distri-
butions, respectively. Weak supervision assumes sample

independence, that Eq. 1 holds with the same distribu-
tions pS(x) and pB(x) for all mixtures. Although in most
situations sample independence does not hold perfectly
(see e.g. Ref. [44]), it is often a very good approximation
(cf. Table II below).

LLP uses any fully supervised classification method
and modifies the loss function to globally match the sig-
nal fraction predicted by the model on a batch of training
samples to the known truth fractions fa. Breaking the
training set into batches, normally done to parallelize
training, takes on a new significance with LLP since the
loss function is evaluated globally on each batch. The
batch size, which for LLP we define as the number of
samples drawn from each mixture during one update of
the model, is a critical hyperparameter of LLP.

The loss functions we use for LLP di↵er from those in
Ref. [36]. Analogous to the mean squared error (MSE)
loss function for fully supervised (or CWoLa) training,

Property LLP CWoLa

Compatible with any trainable model 3 3
No training modifications needed 7 3
Training does not need fractions 7 3
Smooth limit to full supervision 7 3
Works for > 2 mixed samples 3 ?

TABLE I. The essential pros (3), cons (7), and open questions
(?) of the CWoLa and LLP weak supervision paradigms.

we introduce the weak MSE (WMSE) loss for the LLP
framework:

`WMSE =
X

a

 
fa � 1

N

NX

i=1

h(xi)

!2

, (2)

where N is the batch size, a indexes the mixed samples,
and h is the model. Analogous to the crossentropy, we
also introduce the weak cross entropy (WCE) loss:

`WCE =
X

a

CE

 
fa,

1

N

NX

i=1

h(xi)

!
, (3)

where CE(a, b) = �a log b�(1�a) log(1�b). One caveat
we discovered while exploring LLP is that the range of
h(x) must be restricted to [0, 1], otherwise the model falls
into trivial minima of the loss function. We also observe
the e↵ect of model outputs becoming e↵ectively binary at
0 and 1, necessitating additional care to avoid numerical
precision issues.

CWoLa classifies two mixtures, M1 and M2, from each
other using any fully supervised classification method.
The resulting classifier is then used to directly distinguish
the original signal and background processes. Amazingly,
the CWoLa classifier asymptotically (as the amount of
training data increases) approaches an ideal classifier
trained on pure samples [37, 45, 46]. CWoLa does not
require that the fractions fa are known for training (the
fractions on smaller test sets can be used to calibrate the
classifier operating points). The CWoLa framework has
the nice property that as the samples approach complete
purity (f1 ! 0, f2 ! 1) it smoothly approaches the fully
supervised paradigm. CWoLa presently only works with
two mixtures; if more than two are available they can
be pooled at the cost of diluting their purity. The key
features of CWoLa and LLP are compared in Table I.
Note that no learning is possible with either method as
f1 ! f2.

To explore weak supervision methods with high-
dimensional inputs, we simulate Z + q/g events at

p
s =

13 TeV using Pythia 8.226 [47] and create artificially
mixed samples with various quark (signal) fractions.
Jets with transverse momentum pjet

T 2 [250, 275] GeV
and rapidity |y|  2.0 are obtained from final-state,

Learning 
from Label 
Proportions

Classification 
without 
Labels
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�20Application to jet image classification

Both methods work 
well; a promising new 
direction with many 

potential applications! 
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Loss and activation 
function matter for LLP!

…already ideas for 
applying this in the 
context of anomaly 

detection in this paper.
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 
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This is only a taste - ML4HEP 
is a very active field…

…that may hopefully help us 
understand something new and 

fundamental about nature!

(Jet) image-based NN classification, 
regression, and generation are 

powerful tools for fully exploiting the 
physics program at the LHC
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