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Multimodal AI for Renewables

•Renewable energy studies such as wind generate 

lot of documents, including scientific papers, 

technical and regulatory reports.

•Traditional keyword-based search fall short in 

providing precise results and reasoning capability.

•We develop AI-driven search and chat assistant 

capability to curate knowledge and offer seamless 

information access.
  

•Semantic search based on similarity 

between query embedding and text/image 

embeddings.

•Independently retrieved top-k most similar 

text chunks and images.

•Meta data listing important fields, source 

PDFs with matched page and text chunks.  

•Tethys/OSTI

•# documents = 3600

•# text chunks = ~200k

•# images = ~50k

•Chromadb/Qdrant

•AWS hosted

AI-ready database

AI-driven search
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•Multimodal Retrieval augmented generation.

•Multimodal semantic search with Retriever and 

response compilation from Generator.

•Retriever: CLIP ; Generator : GPT-4o.

•Response relies on both text and image sources

•Assures trust via retrieved sources.

Future Scope
•Expand data scope

•Finetune multimodal language models.

•Improve multimodal vector database via domain 

aware finetuned models.

•Human + Automatic evaluation.
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