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Berkeley Data Cloud (BDC)
• Platform for hosting, sharing, and disseminating NNSA-

relevant datasets with controlled permissions

• Deployments: MINOS (minos.lbl.gov), BDC (bdc.lbl.gov)

– ~1 PB of data hosted across both

• Radiation, Electromagnetic, Infrasound, Seismo-
acoustic, etc.

• Features:

– Specialized ingest of known file types

– Dataset filtering by name, time range,
domain

– Dataset visualization, introspection

– Dataset querying, download via UI, API

– User-editable wiki for metadata
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Berkeley Data Cloud: Architecture
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Challenges Solutions

Data Access Challenges & Solutions
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• User connection to the web server may be slow 
(exacerbated by institution VPN requirements)

• User compute may be in cloud services (e.g., 
AWS)

• Users may want to inspect/transform data before 
performing expensive transfer

• Users have to repeatedly poll to see if their query 
is complete - waste of compute

• Leverage existing Globus data transfer node 
(DTN) connected to ESNet

• Write to user S3 buckets

• Enable local computing on data via JupyterHub 
notebooks running directly in BDC environment

• Push data when ready instead of waiting for the 
user to pull it

Users download data from a browser or from REST/Python API calls.
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Berkeley Data Cloud: Updated Architecture
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Data Transfer Endpoints
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• BDC has GCS v5 endpoint
• BDC registers a Globus 

application client, grants it 
read access to endpoint

• User grants client write 
access to endpoint

• User provides to BDC:
– Endpoint UUID
– Directory they granted 

BDC access to
• BDC initiates Globus 

transfer task

• Any service implementing 
S3 API is accessible (AWS, 
MinIO, Ceph, etc.)

• User creates IAM user for 
BDC with bare minimum 
permissions

• User provides to BDC:
– Endpoint URL
– Bucket name
– Access key ID
– Secret access key

• BDC runs multipart upload

• Self-hosted instance via 
Kubernetes

• User-owned directory is 
mounted onto container

• BDC copies file to user-
owned directory

• User can launch notebook 
and operate on data

https://docs.globus.org/how-to/automate-with-service-account/
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Example Workflow: Authorization - Globus
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Globus UI BDC UI



Improving Ease-of-Access to NNSA Data Stored in the Berkeley Nuclear Data Cloud | BERKELEY LAB

Example Workflow: Initiating a Transfer
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The user's default is pre-selected.
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Example Workflow: Transfer History
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Data Transfer Module: Motivation
• Abstraction

– Caller not concerned with endpoint-specific implementation details

– Caller interacts with simple interface: authorize endpoints, start/cancel transfers, check progress

• Extensibility
– Easy to support new endpoint types

• Flexibility
– Not tied to our specific / current tech stack (e.g., database choice)

• General Applicability
– Usable by other applications
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• Uses a plugin system to enable/disable endpoint types and add new ones:

– For a new plugin: define endpoint and transfer models, and implement the following interface: 
start_transfer, run_transfer, check_progress, cancel_transfer

Data Transfer Module: Overview
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• Exposes a Python interface for:
– Authorizing access to user endpoints (currently: Globus, S3)
– Initiating and managing file transfers to endpoints

• Abstracts away underlying RDBMS queries by adding an ORM layer via 
SQLAlchemy

– Can use relational DB of choice (Connection string read from config file)

• Abstracts away endpoint-specific logic (e.g., globus-sdk, boto3 code)

• Stores an ID string to identify the user in the caller's database

– Leaves additional storage up to the caller
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Data Transfer Module: Plugin System
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from bdc_cloud_data_xfer.interface import Interface

DATA_TRANSFER_REGISTERED_PLUGINS = {
'globus': 'bdc_cloud_data_xfer.plugins.globus.GlobusPlugin',
# 's3': 'bdc_cloud_data_xfer.plugins.s3.S3Plugin',  # Disable S3.
'jupyterhub': 'minos.data_transfer.plugins.jupyterhub.JupyterHubPlugin'}

with Interface(DATA_TRANSFER_REGISTERED_PLUGINS) as interface:
plugin_name = 'globus'
endpoint_kwargs = {}  # TODO
endpoint = interface.create_endpoint(

user_id, plugin_name, endpoint_name, endpoint_kwargs=**endpoint_kwargs)
transfer = interface.create_transfer(endpoint_id, user_id)
auth_credentials = {}  # TODO
transfer_details = {}  # TODO
interface.start_transfer(transfer['id'], auth_credentials, transfer_details)
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Summary Future Work

Summary & Future Work
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• Enabled pushing of data to:

– Globus endpoints (leveraging ESNet)

– S3 buckets (for cloud computing)

– BDC JupyterHub environment (for local 
computing)

• Created an extensible, flexible Python module for 
managing endpoints and transfers

• Adding more external data transfer endpoint 
types (e.g., Google Cloud Storage) per user 
demand

• Fleshing out and open-sourcing Python module

– CLI

• Implementing API management of endpoints and 
transfers in BDC (currently browser only)

• Working to integrate BDC into broader NNSA 
data management ecosystem
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Berkeley Data Cloud: https://bdc.lbl.gov

For more information, please contact:

Brian Quiter (PI): bjquiter@lbl.gov
Matthew Li: meli@lbl.gov

Thank You

https://bdc.lbl.gov
mailto:bjquiter@lbl.gov
mailto:meli@lbl.gov
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