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Alexandria Architecture

• Authentication: Central Login
• Catalog: Index of Data
• Lake: Unstructured Data
• Warehouse: Structured Data
• Search: Centralized Queries
• Source Repo: Code Storage
• Analytics: Integrated Canned Analytics
• Compute: Custom Analytics (under study)
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Minimal Viable Product

FY25 Architecture
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Common Services

Authentication
• OneID is multi-laboratory authentication solution 

already deployed by LLNL.
• Proven through Atlassian JIRA and Atlassian 

Confluence deployment for Alexandria development.
Cloud Environment
• Reuse of existing DNN Ion infrastructure and cloud 

services full authority-to-operate granted from 2020. 
• Reuse of INL hub-spoke infrastructure for real-time 

cyber security controls.
Source Repository 
• Reuse of existing multi-laboratory GitHub Enterprise. 
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Search & Analytics 
Search
• Search allows users to quickly find and discover information within both the 

data catalog and data warehouse.
• The search functionality within Alexandria will utilize a highly scalable, deep 

learning algorithm for fast user queries. (Not within MVP) 
• This will leverage lessons learned and tools originally developed for the DOE-

funded NETL EDX platform. 
Analytics: 
• A set of optional integrated analytics for basic data science activities that use 

the optional centralized lake and warehouse storage. 
• Provide quick answers to typical questions a venture or project team may seek to 

answer.
• Can provide immediate scientific benefits to projects which integrate with 

Alexandria’s architecture.
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Data Lake

• Computing infrastructure to store non-proliferation data files. Can use a 
combination of the following infrastructures

• Cloud 
• On-premises (edge)
• High-performance infrastructure

• Persist data ingested into Alexandria in its raw native format
• Data providers have the option to choose the model that fits their project best.
• Will accommodate both large numbers of small files and large files through a 

federated approach using a combination of:
• DOE provided data center storage
• Cloud storage
• Testbed localized storage approaches.
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Data Warehouse

• Store data from Alexandria ventures that need a standardized 
ontological format to enable:

• Digital twins
• Digital threads
• Fast ad hoc queries across the non-proliferation community. 

• This optional service can be used for novel data integration for projects 
which need new data insights.

• Accelerates deployment of scientific machine learning models to 
mission, the team will leverage recent work in adapting verification and
validation methodologies to quantity model credibility and end-user 
trust.

• NNSA has invested in world-, one-of-a-kind test beds and facilities to 
support non-proliferation research.
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Architecture and Development FY24 Schedule
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Work Breakdown Structure
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