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What Exactly is Curation?

Data curation enables data discovery and retrieval, 
maintains data quality, adds value, and provides for 
re-use over time through activities including 
authentication, archiving, metadata creation, digital 
preservation, and transformation. 

Data curators collaborate with researchers to share 
data ethically and in ways that are findable, 
accessible, interoperable, and reusable (FAIR).

Definition provided by the Data Curation Network, ”Mission & Vison”

Presenter Notes
Presentation Notes
Data curation is the process of reviewing datasets to prepare them for sharing, use, and reuse. This can include normalizing file formats, adding descriptive metadata, assigning the item a persistent identifierfor permanent access, and documenting these actions, among other things. While there are many possible curation activities (e.g., Johnston et al. 2016), essentially, curation ensures that datasets are fit for reuse. It’s worth noting that data curation is one component of the larger research data management lifecycle.
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The Value Proposition

“Data curation is the process of making 
a dataset fit-for-use and archivable. It is 
critical to data-intensive science 
because it makes complex data 
pipelines possible, studies reproducible, 
and data reusable.” 

Thomer, A., et al, p. 1 



44

The Long-Term Value Proposition

"It is important to note that in most cases, data archives are 
appreciating rather than depreciating assets. Most of the 
economic impact is cumulative and grows in value over 
time, where as most infrastructure (such as ships or 
buildings) has declining value over time. Like libraries, data 
collections become more valuable as they grow and the 
longer on invest in them, provided that the data remain 
accessible, usable and cited." 

OCED (2017), p16.
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Which Makes Sense

Data is a key asset to the Department of Energy (DOE)

While organizationally we have mature data management 
policies around enterprise data

Most researchers don't have a good handle on their own 
data release process

Over the past year curation at ORNL has uncovered 
datasets that could benefit from collaboration with the 
both the lab and the larger DOE complex
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Done Well.....

Curation manages risk to the Researcher, Data 
Repository, the Lab, and the wider DOE Complex

But also actively contributes to scientific 
achievement for the lab complex
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For Instance
• Last year a Principal Investigator (PI) 

deposited 10 thousand directories 
corresponding to 10 million molecules into 
OLCF’s Data Repository. Curation 
discovered that one of the directories was 
empty, and upon further discussion with 
the PI it was determined that this was a 
mistake, and that the experiment would 
need to be re-run.

• The result was that 41 unprocessed 
molecules was reduced to 13. 
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From FAIR to CARE

"Applying the FAIR principles encourages the scholarly treatment of 
data by enabling the datasets to be reusable objects of scholarship 
that can be properly cited, maximizing its reusability and the impact 
of our researchers."

“The CARE principles are a lens to recognize the impact data has on 
human lives and the humans at the center of the data, even when 
the data is not necessarily about the people themselves, and they 
remind us that our job as curators is to ensure data is shared in ways 
that correct past harms and do not create new harm.”

Carleson et al., p. 4 

Presenter Notes
Presentation Notes
The current movement toward open data and open science does not fully engage with Indigenous Peoples rights and interests. Existing principles within the open data movement (e.g. FAIR: findable, accessible, interoperable, reusable) primarily focus on characteristics of data that will facilitate increased data sharing among entities while ignoring power differentials and historical contexts. The emphasis on greater data sharing alone creates a tension for Indigenous Peoples who are also asserting greater control over the application and use of Indigenous data and Indigenous Knowledge for collective benefit.Collective BenefitAuthority to ControlResponsibilityEthics
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Why this Matters

Presenter Notes
Presentation Notes
Most researchers are not fully aware that this notice means they may be consenting to being part of scientific research; the ethics of the CARE principles means that a curator has to ask difficult ethical questions.
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Why this Matters: Sensitive information in ~175 million Lines 
of Semi-Structured Data

Presenter Notes
Presentation Notes
These examples are not academic.  This slide represents abstracted versions of real issues curation uncovered. There was a request to publish the data within 3-5 business days, putting undo burden on curation to scan for and identify potential issues.  The possibility of exposing a human agent, even though the experiment was about an instrument, became a real possibility.
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Why this Matters to You

These represent datasets we know 
about.  

What about datasets researchers 
submit to Zenodo, which does not 
have a curation process in place?

These datasets represent a risk to the 
to both the researcher, and institution, 
as they may contain inadvertent PII 
leaks and/or other sensitive 
information such as usernames, IP 
addresses, etc...
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Curation must also 
now consider the 
CARE principles and 
Ethically Appraise 
Datasets

Corrupted binaries and files will 
impact reproducibility and file 
format migration

Personal Identifiable Information 
(PII) –, e.g., faces in a dataset 
of ~600,000 images and 
embedded location metadata
Incomplete information for 
understanding the dataset itself

Increasing use of ML and/or AI 
makes it possible to identify 
individuals by combing 
deidentified datasets

Schwarz et al., 2021

Presenter Notes
Presentation Notes
An ethical dilemma thought experiment:Willemink et al. (2020) underscore the difficulty of infrastructure (storage and retrieval) But also remark that storage of de-identified data is essential….This is easier said than done as combining multiple supposedly de-identified datasets may result in data that is still essentially traceable to unique individuals An example of this was demonstrated by Schwarz et al (2019) who took a model on de-identified MRI scans and using facial recognition software were able to re-identify individuals used in the training data.  This is because, while names and standard PHI were removed from the training set, the scans still included individual faces, which were then traced back to specific people by combining the de-identified data with other publicly available data.  This is a side effect of the ML process--what then is a curator to do?  Answer: Introduce noise into the dataset where there might be privacy concerns a la Kerns and Roth (2019)?  Is that in and of itself ethical?
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An Added Complication

Of primary concern is the need to scan publicly facing datasets (both text 
and image based) for personal information subject to privacy protections 
under state or federal law, contractual requirements, or Federal directives, 
such as DOE O 206.1, Department of Energy Privacy Program;

And since DOE 0 206.1 applies a rather broad interpretation of privacy, any 
tool will likely need a combination of AI along with an extensible dictionary 
of stop-words.  

And it needs to scale
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That is

The scale and heterogeneity of Big Data poses challenges for 
publication and sharing and as a result:  "New policy 
solutions may be necessary to protect privacy and clarify 
data ownership. Techniques and tools are needed to help 
assess data security, and to secure data, in the highly 
distributed networks that are becoming increasingly common 
in Big Data application scenarios. The ability to perform 
comprehensive evaluations of data lifecycles is necessary 
to determine the long- term risk of retaining or removing 
datasets." We are ultimately going to need an AI solution.
• The Federal Big Data Research and Development Strategic Plan, 2016, p. 2-3

Presenter Notes
Presentation Notes
The Data Curation Network Big Data Interest Group has decided to pivot this year to producing guidelines and documentation abut how curators can leverage AI to curate data when datasets begin too large for a human to behold.



1515

But....Our Current Reality

Curation largely follows the Data Curation Network CURATE 
steps ...

We review as many of the files in the dataset as possible

“For datasets that contain large numbers of similar files or 
multiple large files (e.g., >20GB), we check a subset of the files
rather than every single file.”
Luong, et al., 2021, p. 7

Presenter Notes
Presentation Notes
So, the work that the Illinois Data Bank is doing is enormously important, but I think its important to pause, and consider this honest appraisal of the situation….. It raises for me a fundamental question not just about curating big data, but also the ethics of not doing so…..

https://datacurationnetwork.org/outputs/workflows/
https://datacurationnetwork.org/outputs/workflows/
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How to address those major challenges? 
Due to both the risks and challenges posed by curating the 
volume, velocity, and variety of data being produced across 
the national laboratories:

The National Laboratory Data Curation Working Group 
(DCWG) was proposed at the 2022 DOE Data Days:

We are a collaborative group of professional curators, 
librarians, information scientists, researchers, and 
developers who strive to empower scientists to ethically 
publish high-quality data
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The goal of the Working Group is to address the full 
lifecycle of data--from data management planning and 
ensuring early liaison engagement with scientists to 
establishing data curation standards and tools, data literacy 
materials, and repository best practices as well as citation-
level metadata harvesting protocols as informed by the FAIR 
data principles.  

As a strategic, cross-functional decision-making entity, 
the DCWG identified 7 objectives that members work 
asynchronously on throughout the fiscal year. This allows 
the group to focus on implementing data curation best 
practices that are adapted to the DOE National 
Laboratories environment. By sharing this model, we hope 
to share our challenges and successes and receive 
feedback from the larger data curation community on the 
efforts of the working group.
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Seven Objectives of the DCWG
• Work with DOE OSTI (Office of Scientific and Technical 

Information) to come up with a more mature data sharing 
plan and discovery layer

• Research and implement metadata and ontologies that 
improve discovery and interoperability at the general and 
specialist/disciplinary level

• Develop a "Data Curator Toolkit" to help curators assess 
datasets when they are too large to curate manually (AI)

• Develop best practices for Machine Actionable Data 
Management Plans that reflect the needs of the laboratories

• Develop best practices for liaison work and training
• In collaboration with our partners at Data Curation Network 

(DCN) create documentation and primers for curators
• Machine Learning - Create scripts and/or a proof-of-concept 

short paper that demonstrates how accessing various 
repository metadata can allow for semantic search 
capabilities
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But we need more lab membership!

Plus, you will get a cool T-Shirt
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So Join Us!

• Next Steps
– DOE Lab Data Curation Working Group

• Meets 3rd Wednesday of each month
• Working groups are asynchronous.
• Please send us an email if you are interested.

–mayab@ornl.gov
–kucharoa@ornl.gov
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And We Really Need to Start Work Because the Future is 
Already Here

At 1.1 exaflops, 
Frontier is the 
world’s fastest 
supercomputer

It can solve more 
than a quintillion 
calculations per 
second

Presenter Notes
Presentation Notes
When you think about all the data that Frontier will produce, it becomes apparent that no one tool, or single single technological solution will help curate data.  So….
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Generative AI posses a Challenge ... and Opportunity!

Better data curation - with and for AI on steroids will change the 
ball game for ... the DOE complex!
Arjun Shankar

Johnlearningwiki, CC BY-SA 4.0 <https://creativecommons.org/licenses/by-sa/4.0>, via Wikimedia Commons
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Which May Help with “Slow Curation”

• Well-done curation requires a confluence of factors to align: 
time, technology, working environment, mindset, disciplinary 
and format expertise, etc. We aren’t curating for the sake of 
curating. We are curating for the sake of manifesting the CARE 
and FAIR principles (Carroll et al. 2020; Wilkenson et al. 2016), 
and more broadly, to bolster public trust in and reuse of ... 
research data.

Thielen, J., et al
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Which May Help with “Slow Curation”

• We envision Slow Curation as the ability to take our time when 
reviewing a dataset: to read the documentation, mull over the 
metadata, sift through files, identify concerns and solutions to 
rectify these concerns, and allow space for our thoughts to simmer. 
This time provides us the chance to reflect on the dataset from the 
researcher’s perspective as well as future reuses, to see new 
issues we need to address, and maybe even identify solutions we 
hadn’t previously considered. Slow Curation is a process, not an end 
goal.

Thielen, J., et al
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Need for DOE Complex Wide Data Management Policies

Adapted from: Expanding the Table: The Role of Library Data Professionals in Data Governance Speakers: Abigail Goben, Kristin Briney, and Heather Coates

Enable Open 
Science

Comply with 
Federal & 

International 
Law

Risk 
Management

Sensitive Data 
Compliance 

Add Data 
Value

Adhere to Lab 
Specific   

Contracts

Long-term, 
Ethical 

stewardship

Presenter Notes
Presentation Notes
Before we can tackle these to address these issues, we need policies….i.e., Data Governance.Why? Comply with Federal law/International law GDPR…Mitigate riskFor example, Seneviratne, Kahn, and Hernandez-Boussard (2019) remark on policy needs for ML objects as combining data from heterogenous sources and modalities may introduce certain types of liability that may not be clearly understood or communicated to research teams—if the ML misses a diagnosis for instance. Additionally, the curation of large datasets introduces the ethical question of bias, and curators will now need to to pay close attention to data that may include features like race, gender or socioeconomic status as well as implicit bias built into language itself.  Per Seneviratne, Kahn, and Hernandez-Boussard (2019): “A third challenge is around equity and inclusion. A 2018 report by Ferryman et al. on ‘Fairness in precision medicine’ highlights the potential for bias in large-scale biomedical training data, stemming from historical discrimination in the health system and recruitment biases at academic medical centers [38]. Data-fusion efforts must be cognizant of the distribution of important demographic variables, such as gender, ethnicity and socioeconomic status in their input data.”Which raises the question as to how curators will identify these datasets if we are only checking subsets?.
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Policy framework—Why it is so Hard….

Fallaw et al., 2016

Presenter Notes
Presentation Notes
So, we need a DOE Complex Wide Policy Framework.  Its not going to be easy.  This example is from the University of Illinois
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For this to Work We Need to Start Conversations

“The suggestions for a dashboard … 
are the result of a number of 

meetings and conversations … 
bring[ing] the perspectives of, 

respectively, a research software 
engineer, a web archivest and a 
Digital Humanities researcher….

…  A different configuration of 
contributors would no doubt result in 

other proposals…” 

(Jaillant, L., ed. 2022, p. 69)

At the DOE we need to also bring to the 
table:

HQ
HPC 

Legal
Cyber

Information Scientist
Domain Specialist
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But Imagine a Future....

In which a curator ask generative AI

To Scan a Dataset

Which in turn extracts knowledge and metadata, produces a 
README based on the Cornell Template

That ensures the curator has time to ensure dataset is FAIR 
and adheres to the CARE principles
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Thank you

Alex May, Data Services 
Engineer
mayab@ornl.gov

Olga Kuchar, Group 
Leader, DLSW 
kucharoa@ornl.gov
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