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The Fundamental Question:

Do the Data Curation Network’s 
best practices and human-intensive 
workflows scale, and if not, what 
are the ethical implications?

Presenter Notes
Presentation Notes
The DCN does an amazing job of training data curators and producing best practices documentation.  

Their motto: Ethical, Reusable, Better, is why we do this work

But an overview of their workflows raises questions when applied to Big Data. 

So first, lets do a quick overview of the problems as I see it…
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The Issues:

Defining Big Data
No consistent 

definition: 
what is it, 
exactly?

How “Big" is 
Big Data? 

What is the 
data lifecycle 
for Big Data?

Curation
Which data 
should be 

stored, and 
how?

What should get 
tagged: the 

entity creating 
the data, or the 

actual data? 

How do 
workflows 

interact with 
data?

Presenter Notes
Presentation Notes
No consistent definition of Big Data—A National Institute of Standards and Technology report defined big data as consisting of “extensive datasets—primarily in the characteristics of volume, velocity, and/or variability—that require a scalable architecture for efficient storage, manipulation, and analysis.” (NIST Big Data Public Working Group [NBD-PWG], 2015, p.5)

Some have defined big data as an amount of data that exceeds a petabyte—one million gigabytes.

“As scientific data sources, whether experimental, observational, or simulation, have continued to scale, managing the data life cycle of the primary and derived datasets and data elements (represented as files or data objects) has also grown to be a large problem.” (Logan, et al., 2019, p. 1806)

For HPC “Big Data” is meaningless term.

Perhaps a re-definition: “big” according to whether we can handle data—that is easier to define

So now that we have defined it, what are the curation issues specific to Big Data

A thought experiment: the iterative refinement process used on a large dataset of images can easily create a large number of analysis runs, a large volume of derived datasets (analysis results), and a complex, evolving graph of data analysis operations and datasets.

Which of these get saved?  Is it reasonable to expect all will require additional curation efforts?  According to Hemphill et al, data repositories are now receiving more data than they have the capacity to preserve, so no….. (Hemphill, Pienta, Lafia, Akmon, & Bleckley, 2021)

Ok, so let’s say we identify several iterations to maintain: how reasonable is this to expect a curator to maintain the relationships using something like PROV-O?

Another complication: the metadata generated by these processes are resource intensive.  How do we model it? All campaign metadata is stored and maintained in a single location? Separate metadata files are kept for each dataset and each operation? Do we use of self describing data files to store metadata alongside data? How about a combination of all three?

The point is that metadata itself will be as big as the actual data if not bigger than the dataset, especially if we are capturing provenance information… and all this is necessary to maintain for reproducibility

So now suddenly the distinction between data and metadata can be blurry, which creates complications for researchers querying traditional repository infrastructures, and curators determining which actions to take

Regardless, we now are beginning to feel that metadata has to be self-describing and machine readable; that we need to capture metadata in an automated fashion and act upon them.

In fact the whole point of FAIR is to make metadata machine actionable as possible
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DCN Curation Checklist à Does this Work for 600,000 
Images?

Data Curation Network, 2022, p. 2

C Check files/code and read documentation (risk 
mitigation, file inventory, appraisal/selection)

U Understand the data (or try to), if not… (run 
files/code, QA/QC issues, readmes) 

R Request missing information or changes (tracking 
provenance of any changes and why)

A Augment metadata for findability (DOIs, metadata 
standards, discoverability)

T Transform file formats for reuse (data preservation, 
conversion tools, data visualization)

E Evaluate for FAIRness (transparent usage licenses, 
responsibility standards, metrics for tracking use)

D Document all curation activities throughout the 
process

Presenter Notes
Presentation Notes

While we ponder our poor curators working tirelessly to apply the DCN workflow, I want to read a quote from the curation team at the Illinois Data Bank:

“Curation largely follows the Data Curation Network CURATE steps ... For curation, we review as many of the files in the dataset as possible. Datasets that contain large numbers of similar files or multiple large files (e.g., >20GB), we check a subset of the files rather than every single file.”

Even a quick glance at one of the steps in the DCN workflow shows that a high-degree of human intervention is necessary, and the reality as expressed by the Illinois Data Bank creates conditions in which we now have to address Data Governance and Ethical Considerations
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Data Governance 
and Ethical 
Considerations

Corrupted binaries and files will 
impact reproducibility and file 
format migration

Personal Identifiable Information 
(PII) –, e.g., faces in a dataset 
of 600,000 images and 
embedded location metadata

Incomplete information for 
understanding the dataset itself

Increasing use of ML and/or AI 
makes it possible to identify 
individuals by combing 
deidentified datasets

Schwarz et al., 2021

Presenter Notes
Presentation Notes
An ethical dilemma thought experiment:

Willemink et al. (2020) underscore the difficulty of infrastructure (storage and retrieval) 

But also remark that storage of de-identified data is essential….

This is easier said than done as combining multiple supposedly de-identified datasets may result in data that is still essentially traceable to unique individuals

 An example of this was demonstrated by Schwarz et al (2019) who took a model on de-identified MRI scans and using facial recognition software were able to re-identify individuals used in the training data.  

This is because, while names and standard PHI were removed from the training set, the scans still included individual faces, which were then traced back to specific people by combining the de-identified data with other publicly available data.  

This is a side effect of the ML process--what then is a curator to do?  Answer: Introduce noise into the dataset where there might be privacy concerns a la Kerns and Roth (2019)?  Is that in and of itself ethical?
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Need for Data Management Policies

Adapted from: Expanding the Table: The Role of Library Data Professionals in Data Governance Speakers: Abigail Goben, Kristin Briney, and Heather Coates

Enable Open 
Science

Comply with 
Federal & 

International 
Law

Risk 
Management

Sensitive Data 
Compliance 

Add Data 
Value

Adhere to the 
Prime Contract

Long-term 
stewardship

Presenter Notes
Presentation Notes
Before we can build a toolkit to address these issues, we need policies….i.e., Data Governance.

Why? Comply with Federal law/International law GDPR…

Mitigate risk

For example, Seneviratne, Kahn, and Hernandez-Boussard (2019) remark on policy needs for ML objects as combining data from heterogenous sources and modalities may introduce certain types of liability that may not be clearly understood or communicated to research teams—if the ML misses a diagnosis for instance. 
 
Additionally, the curation of large datasets introduces the ethical question of bias, and curators will now need to to pay close attention to data that may include features like race, gender or socioeconomic status.  

Per Seneviratne, Kahn, and Hernandez-Boussard (2019): “A third challenge is around equity and inclusion. A 2018 report by Ferryman et al. on ‘Fairness in precision medicine’ highlights the potential for bias in large-scale biomedical training data, stemming from historical discrimination in the health system and recruitment biases at academic medical centers [38]. Data-fusion efforts must be cognizant of the distribution of important demographic variables, such as gender, ethnicity and socioeconomic status in their input data.”

Which raises the question as to how curators will identify these datasets if we are only checking subsets?.



77

Towards the Big Data Toolkit

Machine Actionable Data Management Plans

Adapt the RDA-DMP-Common-Standard to the specific needs of the Labs

Selecting size, file formats, and even 
domains should trigger workflows that alert 
curators, legal, cyber, etc… to get involved 
with the research process early and head 
off any Data Governance or Ethical Issues

Presenter Notes
Presentation Notes
With Machine Actionable Data Management Plans you can begin to embed policy and head off ethical issues…. 

Heather Coates and Nicole Contaxis gave a good webinar on this: https://nnlm.gov/training/class/nih-data-management-and-sharing-session-4-practitioner-perspectives-infrastructure

Also, per Nicole Contaxis: “Never let a good crisis go to waste…”
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Don’t focus 
solely on 
file formats

Create automated workflows that 
are domain specific 

Create domain-specific primers

Start creating a domain repository e.g., BioPortal2, an open, 
automatically updated repository of 
versioned biomedical ontologies 
stored in various formats accessible 
via Web browsers

Towards the Big Data Toolkit

Presenter Notes
Presentation Notes
Science is not about the file format, but about the domain/s…. 

Each domain/s might have separate ethical/data governance issues that need to be considered first.

Each domain/s might use specific metadata and ontologies that need to be understood and mapped to other domain/s

Each domain/s might even have file formats specific only to them

“The expertise of our small RDS staff cannot possibly cover all of our campus research disciplines, thus relying on functional and subject specialists . . . to the depositor's department, helps to guide our curation process.” (Luong, et al., 2021, p. 7)
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Invest in a 
Lab-Wide 
Data 
Catalog

For preservation, know the: Frequency of accession

What factors contribute to dataset 
discovery

Adopt machine-actionable access 
controls that can:

Align with data governance and 
policies 

Automatically scan metadata, 
provide  file-level snapshots

Towards the Big Data Toolkit

Presenter Notes
Presentation Notes
Not just business, it means both research and business—an organizational wide catalog;

This will help the DOE identify any high-value data collections that require additional curation efforts, primarily because data repositories are now receiving more data than they have the capacity to preserve (Hemphill, Pienta, Lafia, Akmon, & Bleckley, 2021). 

Ethical, legal, and author constraints may also hinder an organization’s capacity to archive data (Sheridan H, 2021), so other avenues of access may be necessary to explore, ie, not all data can be open and available to a repository

Per Logan et al, “Since science applications are primarily concerned with advancing science, we would also like to be able to provide a range of query capabilities that support access to both data and metadata, as well as combinations of the two.” (Logan, et al., 2019, p. 1808)
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Sciences & 
Humanities 
Can Solve 
the 
Problem 
Together

Look to Digital Humanities work with 
AI and ML

AI for Libraries interest group

Stanford and Library of Congress 
work in classifying images

Repurpose tools like the MIT’s 
Sonification Toolkit

e.g., quickly identify bad binaries

Look into ARCHANGEL
blockchains

Data can be added but not 
overwritten, amended or deleted 
Offers a digital fingerprint for 
archival materials
Verify authenticity

Towards the Big Data Toolkit

Presenter Notes
Presentation Notes
An example:

ARCHANGEL creates assurances of digital record integrity using distributed ledger technology (Blockchain). 

Blockchain is best known as the technology underpinning Bitcoin 

ARCHANGEL proposes Blockchain as a way of safeguarding data against tampering and restoring trust in the digital record. 

Blockchain works as a database that multiple parties maintain. 

Everyone can check and add to it, but no one can change it. ARCHANGEL is combining Blockchain technology with neural networks trained to fingerprint documents as they are received in the archive. 

Fingerprints are immutably stored in the blockchain, and when the document is released the fingerprint can be verified; it will stay the same no matter what format changes occur to the file over time.

“ARCHANGEL also prototyped the creation of hashes using machine learning methods, particularly for image and video records. ML can identify the causes of glitches and noise in these records – which could either be caused by transcoding and format shifting, or by any undesirable process, such as corruption of the files in storage or tampering. Machine learning complements the ARCHANGEL blockchain, which enables archival collections to upload metadata that uniquely identified specific records. In the case of sensitive records, metadata can itself be confidential and sensitive, making it inappropriate to add it to the blockchain”
				(Jaillant (ed.), 2022, p. 25)
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Evaluate 
Organization
-Wide 
Solutions

Our big data is not 
“special”

Avoid technical debt

Evaluate and find turn-key 
solutions

How is this already handled in 
industry, other domains?
e.g., Google DataFlow, 
Apache Beam, HubZero

While all products may not 
work perfectly, they may 
point to potential solutions

Towards the Big Data Toolkit

Presenter Notes
Presentation Notes
Finally, from a functional perspective, building and maintaining the tooling for any automated extraction is very challenging. Although one could implement the necessary features with a sufficiently complicated database infrastructure and clever schema, we want to look at what can be achieved with turn-key solutions

Need to be able to quickly scan for sensitive and potentially sensitive information

Why not use tools the legal profession is using? Per Jalilant: “Departments with large – and potentially very sensitive – unstructured data were encouraged to use e-discovery tools (which are often used by legal professionals in their investigations).”
				(Jaillant (ed.), 2022, p. 30)

Thinking of this from big data for GLAM, we have similar problems, but we also recognize that Archives, etc need to be sensitive to their communities, ie, CARE principles.
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Get 
Creative!

Create virtual, web-based environments 
for curators

Create a repository of curation tools e.g., Re3Data

No more spreadsheets!

Use HPC to curate data Harness big computers for big data

Consider Digital Object solutions BDBag

FAIR Digital Objects

RO-Crate

Towards the Big Data Toolkit

Presenter Notes
Presentation Notes
Very aspirational, but important that work begin in this area.

Per Beg et al. (2021) “The reproducibility of computational work is usually hindered not only by a lack of data or metadata but also by a lack of details on the procedure and tools used.”

Some work has been done in this area:
https://pypi.org/project/FAIR-Cells/
https://nanohub.org/

Get rid of spreadsheets, they don’t scale and are often hidden, consider what what https://scolary.com/ is doing as an example

Ultimately, there needs to be a mental shift in what we are curating
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The Big Data Toolkit is, in fact, a Constellation of Services

• Next Steps
• Work towards a MaDMP

• Evaluate lab-wide data catalog solution

• Participate in DCN’s Big Data Interest 
Group

• Continue to learn from curating Big Data 
datasets in order to build the toolkit


