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Presenter Notes
Presentation Notes
Good Morning LLNL!

Key Message:  NETL is the nation’s only National Laboratory devoted to Fossil Energy RESEARCH.

Talking Points:
All energy – especially, fossil energy:
provides quality of life to millions of Americans,
sustains America’s manufacturing & high technology industries,
fuels economic growth, and 
stimulates technical innovation



Disclaimer

This project was funded by the United States Department of Energy, National Energy
Technology Laboratory, in part, through a site support contract. Neither the United States
Government nor any agency thereof, nor any of their employees, nor the support
contractor, nor any of their employees, makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by trade name, trademark, manufacturer, or otherwise does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the United
States Government or any agency thereof. The views and opinions of authors expressed
herein do not necessarily state or reflect those of the United States Government or any
agency thereof.
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Presentation Notes
This is a team effort! 
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Setting the Stage

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/

Machine Learning (ML)
• Supervised ML – machine is trained, taught 

with labeled examples
• Unsupervised ML– machine creates its own 

labels (i.e. clustering) 

• Big Data & Big Data Computing –
Large volumes, variety, variability, velocity 
of data and the computing engineering & 
systems to handle them

Features – Variables or attributes (ex. 
continuous or categorical)

Feature Engineering – Select, transform, 
process, and visualize input features of a 
given dataset

AI

ML

Supervised

Unsupervised
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Presenter Notes
Presentation Notes
Just to set the stage for this talk (and others at D3), want to emphasize that we will be discussing feature engineering strategies for Supervised ML. While these strategies might also apply for other data science methods and workflows. Features are interchangeable in this talk with input variables. Feature engineering, is how we process, transform and select features for ML modeling. 



Offshore Infrastructure Hazards

Typical platform design life, 20-30 years
>60% of platforms >30 years old

• Aging infrastructure

• Operational wear-and-tear

• Offshore environment:
• Extreme weather
• Climate change
• Corrosion hazards
• Geohazards

• Need:
• Identify & prevent 

hazards
• Inform safe lifespan 

extension strategies
• Environmentally 

prudent planning in 
low-carbon economy

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
Offshore energy fossil fuel infrastructure has a finite lifespan, and the US Gulf of Mexico is past the peak of installing offshore platforms. These removals need to be managed due to complex natural environment, changing climate and weather conditions and physical condition. We are modeling when these remaining platforms will be removed to better mange removals and re-use, along with hazard prevention and mitigation.   

Past the peak of GOM platform installations
Audience has a broad vocabulary expertise base
Take the time to connect with the audience and help them make sense of this information
Bottom line – regardless of production, we have almost 100 years of operations and activities
Infrastructure is out there, aging, susceptible to climate change, but that infrastructure posses threat and opportunity, if we want to mitigate risk and seize opportunities, we need to do so in a responsible and scientific way….
We could stop dilling tomorrow but these things could 
The threat of the next Katrina is happening now
We need data to devise a solution



How               Operates
Utilizes big data, big data computing, and multiple ML 
models to forecast infrastructure lifespan and risk. Built a dataset of >11k platforms 

with >2k features representing 
natural-engineered offshore systemKey points:

• Data analysis and 
visualization at 
every step

• Subject Matter 
Expert QAQC

• A focus on the final 
product being 
explainable, logical, 
and defendable

Structures
Incidents

Geohazards

Metocean
Biochemical
Production

Nelson et al., 2021

Dyer et al, 2022 https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
For AIIM, this is an iterative process, while it look like one loop in the diagram, we are continuously exploring, adding, and visualizing data. Expert input is needed when removing, adding or transforming data, while this might not scale for every dataset, this does improve dataset understanding. This process has some automated tools that we will discuss later in the talk, the overall workflow is not automated. 

https://edx.netl.doe.gov/dataset/evaluating-offshore-infrastructure-integrity
https://www.sciencedirect.com/science/article/pii/S0951833921002021


Getting to Know the Integrated Data

> 11,000 platform records * > 2,000 features
=  >22,000,000 data values

~50% of the dataset has ~90% coverage on a 
per feature basis

Challenges & Opportunities
Integration has 

increased
data 

complexity

Feature Breakdown

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
The dataset we are using in AIIM might not be massive by modern ML standards, it is complex due to the data gaps and different data types like timeseries and categorical. If this dataset was 2-10x as large, the same approach would be done. Very large datasets might require more reliance on semi-automated tools. The graph on the right is a cumulative distribution plot highlighting the data coverage variability, 60% of the records have 40% or more complete data. 



Singular Value Decomposition (SVD)
SVD efficiently identifies and summarizes
important information in a correlation or 
covariance matrix

First three right singular vectors of a data correlation matrix, showing 
relations between input variables and the target variable “Age of Removal”. 

76% percent of features explained by 6 features. 

Nelson et al, 2021

Pros Cons

• Interpretable
• Appropriate for 

time series and 
continuous 
spatial data

• Most efficient 
way to 
summarize data 
in a matrix ( 
Eckart-Young 
Theorem)

• Does not work 
with categorical 
features

• Incomplete data 
requires pre-
processing

• Expert opinion 
needed to select 
features

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
SVD is an efficient data reduction technique, with a few implementations in python. While it’s a great data analysis method, it does have some downsides, primarily it requires complete, numerical data. It’s also the building block for principal component analysis (PCA) (another data reduction technique). 


https://www.mdpi.com/2077-1312/9/11/1223


Self Organizing Maps (SOM)
SOM is an unsupervised ML technique that 
is a specific type of neural network. SOMs 
identify non-linear feature relationships.

Self Organizing Map Weights compared to target 
variable (lower right)

Pros Cons

• Can be used with 
nonlinear 
features

• Relatively fast
• Threshold for 

different features 
is user-selected

• Can be used to 
create composite 
features

• Can’t be used with 
categorical data

• Expert opinion needed 
to select features

• Like all neural 
networks, complete 
and pre-processed 
data helps with 
convergence and 
speed

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
SOM is another tool that can be used on complete, numeric data. One advantage using the minisom package in python, its possible to get an automated list of features. This method does require some interpretation on what features are too close to one another, and other decisions. Just like SVD, SOMs benefit from pre-processing of features which can have impact on non-linear features.



Letting the Model Decide – Feature Importance

Gradient Boosted Decision Trees (GBDTs) are a 
common and well-used ML algorithm. This is one 
method to assess every features importance.

Feature Importance from a GBDT (using CatBoost). 
This specific model removed many features while still 
retaining similar accuracy. Low importance features 

could be further removed.

Pros Cons

• Handles all 
data types

• Easily 
interpretable

• Great ML 
model to be 
used for 
prediction as 
well

• Shared feature 
importance (potentially 
collinearity w/other input 
variables).

• Scores are presented 
quantitively, easy to 
overinterpret.

• Model accuracy has 
limited impact on feature 
importance.

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Presenter Notes
Presentation Notes
Gradient Boosted Decision Tree’s are a popular ML model architecture for tabular data, mainly due to their flexibility with respect to data completeness and scaling. While a popular model class, it does have some downsides around overfitting, and feature importance interpretation 



Comparison of Methods
Overcoming incomplete, complex, multivariate data

SVD SOM
• Best for numeric data 

(time series, spatial) 

GBDT

• Best for deciding between 
closely related non-linear 
features

• Best for 
categorical, 
incomplete data

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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Identified variables 
containing duplicate 

information. 

Highlighted storm-related 
features as important.

Confirmed age 
variables are key. 

Confirmed findings 
from SVD testing.

Using top 5–10 variables 
does not degrade model 

performance.

Continued interpretation of 
environmental loadings and 

age variables is key.

Using any 
method alone 

will give an 
incomplete 

picture

Presenter Notes
Presentation Notes
while presenting relative to offshore infrastructure resliency modeling, the key here is about feature engineering for complex, multi-variate, and often incomplete datasets....to mitigate gaps and derive informative results.  then for each of the methods, tie the "so what" back to those themes
how this method overcomes complex, incomplete, multi-variate data
slide 11 on this slide, reemphasize "What works best for complex, multi-variate, incomplete datasets...."




Key Findings

Next Steps:
• Finalize feature engineering

• Expand to evaluate pipelines & wellbores
• Develop & compare additional models
• Build an interactive AIIM modeling and 

visualization tool

Feature Engineering Matters!
• Reduced input features from >2,000 to >20

• Minimizing complexity & error, maintaining accuracy
• Insights to inform safe infrastructure reuse & removal
• Identify hazards to support environmental and 

operational risk prevention

https://edx.netl.doe.gov/offshore/portfolio-items/assessing-current-and-future-infrastructure-hazards/
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