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• Stochastic Differential Equations (SDE)
𝒅𝒅𝒅𝒅 = 𝒇𝒇 𝒅𝒅 𝒕𝒕 𝒅𝒅𝒕𝒕 + 𝒈𝒈 𝒅𝒅 𝒕𝒕 𝒅𝒅𝒅𝒅(𝒕𝒕)

• Mountain Car
𝒅𝒅𝒓𝒓 = 𝒗𝒗

𝒅𝒅𝒗𝒗 = 𝒂𝒂𝒈𝒈𝒓𝒓𝒂𝒂𝒗𝒗 + 𝒖𝒖
𝒎𝒎

+ 𝝈𝝈𝒅𝒅𝒅𝒅(𝒕𝒕)

• Orbits
𝒅𝒅𝒓𝒓 = 𝒗𝒗

𝒅𝒅𝒗𝒗 = 𝝁𝝁
𝒓𝒓𝟑𝟑
�𝒓𝒓 + 𝒂𝒂𝒑𝒑𝒑𝒑𝒓𝒓𝒕𝒕 + 𝒖𝒖

𝒎𝒎
+ 𝝈𝝈𝒅𝒅𝒅𝒅(𝒕𝒕)
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• Agent Seeks to Accumulate Reward

• Bellman Function

𝑉𝑉𝜋𝜋 = 𝑅𝑅 𝑠𝑠,𝜋𝜋 𝑠𝑠 + γ�
𝑠𝑠′
𝑃𝑃(𝑠𝑠′|𝑠𝑠,𝑎𝑎)𝑉𝑉𝜋𝜋∗(𝑠𝑠′)
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• Noisy Environments
• Stochastic Value Gradient (Heess et al., 2015)

• Sparse Rewards
• Potential-Based Reward Shaping
• 𝐹𝐹 𝑠𝑠,𝑎𝑎, 𝑠𝑠′ = γϕ 𝑠𝑠′ − ϕ 𝑠𝑠

• Reward Design in Orbital Environment
• Keplerian vs. Cartesian

• Future Work
• More Realistic & Complex Orbit Environment
• Augmented Experience Replay
• Incorporating Approximations of Fokker-Planck
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Disclaimer
This document was prepared as an account of work sponsored by an agency of the United States 
government. Neither the United States government nor Lawrence Livermore National Security, LLC, 
nor any of their employees makes any warranty, expressed or implied, or assumes any legal liability 
or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights. 
Reference herein to any specific commercial product, process, or service by trade name, trademark, 
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States government or Lawrence Livermore National 
Security, LLC. The views and opinions of authors expressed herein do not necessarily state or reflect 
those of the United States government or Lawrence Livermore National Security, LLC, and shall not 
be used for advertising or product endorsement purposes.
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