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Please keep in mind that deep neural networks are easy to be attacked!

Motivations

Introduction
Neural network classifiers are easily fooled by 
adversarial perturbations 

ê Is it effective to add perturbation on whole image?
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ê If not, how can we capture most effective area to 
attack?
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Meet 
interpretability!

Keep same level Lp norms 
with other attack methods; 
see experiment results

Experimental ResultsOur General Gramework: StrAttack

Current Work
In the future, we will focus on the verification problem (certifying that no
small perturbations of a given input can cause the neural network to
change its prediction) on any existing compute graph. The research on
this topic will lead us a guaranteed robust error and shed the light on
the provable robustness of neural networks.

• Attacking performance

• Interpretability by CAM

1) group sparsity

3) Solve by ADMM 

2) Optimization problem:

•Challenges:
• Smooth + nonsmooth composite optimization
• Multiple constraints, hard & soft

•L2 norm penalizes the group of 
pixels as a unit 

Perturbing the area that either Boston bull or the bucket located, 
which fits CAM visualization.
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