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Problem Statement
• One of the most challenging tasks in computational

neuroscience is to properly estimate and assess whole-brain
functional connectomes (FCs).

• A critical step concerns thresholding spurious edge(s) in
FCs. State-of-the-art thresholding methods are largely
arbitrary and non-analytic.

Theorem (AS 15, 17) – High signal-to-noise ratio (SNR) 
implies higher chance to recover community labels.
Let 𝑋, 𝐺 ~𝑺𝑩𝑴 𝒏, 𝒑, 𝑸
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for 𝑝, 𝑄 arbitrary. If 𝑆𝑁𝑅 > 1 , then weak

recovery is efficiently solvable; where
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And 𝜆< is the 𝑖>? eigen value of the community profile matrix 𝑴. The
network is in constant degree regime, i.e. 𝑠A = 1, asymptotically.

Theorem (AS 15) – If all community profiles are 
distinguishable, we can perform exact recovery.
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is solvable and efficiently so if
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The network is in diverging degree regime, i.e. 𝑠A = log(𝑛) ,
assymptotically.

Weak Recovery

Exact Recovery

Data Description
100 unrelated subjects in Human Connectome Project with resting state and 7 tasks:
Gambling, Emotion, Language, Motor, Relations, Social, and Working memory (WM).

Weak recovery: identify node’s community label correctly at rates better 
than chance. Asymptotically, the probability of correctly labelling 1 − 𝑂A(1)
vertices in 𝑮 is max

<∈[6]
𝑝< + 𝜖. 

Exact recovery: identify node’s community label with high 
probability. Asymptotically, the probability of correctly labelling 1 −
𝑂A(1) vertices in 𝑮 is 1 − 𝑜(1)

Significance
• Leveraging recent theoretical developments in Stochastic

block model (SBM), we provide a framework to investigate
the prominence of Resting State Networks (RSNs);

• This analytic framework assesses the recovery of community
labels across different thresholds in two different ways:
• weak recovery measured by signal-to-noise ratio
• exact recovery measured by Chernoff-Hellinger divergence

• This work paves the way to an automated thresholding of
FCs based on prior knowledge of community structures.

Background Information

𝑵𝒐𝒕𝒂𝒕𝒊𝒐𝒏𝒔
• 𝑮: network/graph; 𝑉(𝑮): vertex set of 𝑮;
• 𝑛: number of nodes;
• 𝑘: number of communities;
• 𝑝< ∶ prob. of  a node in community  𝑖 ∈ [𝑘];
• xyz

A
: prob. of edge between community 𝑖 and 𝑗;

• 𝑋}:	community label of node 𝑢 ∈ 𝑉(𝑮);
• 𝑠A: scalable factor of degree regime in 𝐺A→�;
• Community profile matrix: denoted as

𝐌 = 𝑠A𝑑𝑖𝑎𝑔 𝑝 𝑄 = 𝑠A𝑃𝑄
where  𝑖>? column is the expected number of edges 
that community 𝑖 has with other communities.

A) Stochastic Block Model (SBM) [1]

Ensemble Generation

𝑺𝑩𝑴 𝒏, 𝒑, �𝒔𝒏𝑸 𝒏
• 𝑛 = 1,222; 𝑘 = 2; 𝑠A = log(𝑛)
• 𝑝 = [0.48; 0.52]
• 𝑄 = 7.31 0.73

0.73 6.66

Example: political blog network [1]

B) Network Neuroscience

I) II)
Figure 1: I-A),B),C) are 
different topological 
presentation (functional) 
brain networks[2]. II) 
Correlation matrix of two 
regions of interest (ROIs) in 
the human (functional) 
connectome. 

Stochastic Block Model Framework
I) Input Functional
connectome.

II) Highly putative
community structures in
functional brain networks

IV) Learn SBM parameters empirically from

rearranged binarized FC in step III.

IV) 𝑺𝑩𝑴𝝉 𝒏, 𝒑, ⁄𝒔𝒏𝑸𝝉 𝒏
• 𝑛 = 374;
• Assumption on  𝒔𝒏
• 𝑘 = 8;
• 𝑝< = �y

A
• 𝑞<[ = ∑𝛿(𝜎} = 𝑖 , 𝜎� = 𝑗)

VI) Construct output FC
guided by 
𝜏 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝒇𝒓𝒆𝒄𝒐𝒗𝒆𝒓𝒚(𝝉)
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Conclusion & Future work
• Allows for a data-driven method for automated thresholding of functional

connectomes with prominent functional networks;
• SNR can be interpreted as a quantitative measure of whole-brain FC, since

SNR of group average is higher than most subjects;
• Allows the comparisons of FNs’ prominence among different tasks (within one

subject) or among different subjects;
q Apply to other upstream processing steps, i.e. at the time series level;
q Extend the analysis to 447 unrelated subjects;
q Explore different parcellations other than Yeo [3] and Glasser.

Figure 3: I) SNR for one subject at rest and engaging different tasks. As expected, RSNs are most 
prominent at rest; they are less prominent in all investigated tasks (for the majority of threshold 
domain). There are task(s) that are more RSN prominent than other(s). II) SNR for 10 subjects, at 
rest. Here, there exist subject(s) that has rest SNR that is/are smaller than task SNR of subject on 
the left plot. 
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I) II)

Figure 4: I) Chernoff-Hellinger Divergence (CHD) for one subject at rest and different tasks. CHDs 
are most prominent at rest; they are less prominent in all investigated tasks (for the majority of 
threshold domain). There are task(s) that are more RSN prominent than other(s). II) CHDs for 10 
subjects, at rest. 
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Yeo’s parcellation [3] with 
7 cortical + 1 sub-cortical 
networks:

III) FC rearranged

according to Yeo’s FNs.

Figure 2: 
Construction 
pipeline (I-VI). Note 
that Yeo’s 
parcellation is 𝑋} in 
the ensemble; Ω< is 
the number of 
nodes in FN 𝑖; 𝛿 is 
Kronecker Delta. 
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V) Compute quality 
function:

𝒇𝒓𝒆𝒄𝒐𝒗𝒆𝒓𝒚(𝝉)
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