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Manual extraction and organization of information from a large 
volume of documents is a slow and expensive process.  An 
approach that can extract and synthesize information with 
minimal user input will allow for more efficient use of large 
document collections.

Automated Process Extracts 
Entities from Text

Related Information Found by 
Comparing Text Embeddings

An automated process using part-of-speech tagging and cross-
referencing of a knowledge base finds single- and multi-word ‘phrases’ 
in a corpus that are most likely to refer to a person, location, 
organization, or informative object or concept.

Transforming words and phrases into vectors that represent their 
context are combined to represent sentences and larger units of text.  

After determining physical and conceptual entities, a taxonomy is 
computed to classify the entities with respect to each other.   

skip-gram architecture of word2vec [3]
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More complex relationships between entities are then found and used to 
construct a semantic graph.
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Phrase Candidates

Quality-Ranked 
Phrases

0.94 stimulated raman scattering
0.94 massively parallel computing
0.92 electron transport
0.81 free jet expansion
…
0.77 source nozzle
0.74 large clusters
0.71 realistic simulations
0.68 molecules
…
0.37 probed by
0.21 at various distances
0.09 techniques to enable
…

Part of Speech-Guided 
Segmentation

… / extends current / 
massively parallel computing / 
techniques to enable / realistic 
simulations / of / electron 
transport / through / polymer 
films / …

large clusters / of / molecules 
/ are / probed by / stimulated 
raman scattering / at various 
distances / from the / source 
nozzle / of a / free jet 
expansion / …

Entities Linked by Extracted 
Relationships

entity identification process, adapted from AutoPhrase [1] [2]

Vectors are compared to find related terms as well as sentences with 
similar information.

Corpus

Knowledge Base
extends current
parallel computing
techniques to enable
realistic simulations
electron transport
through
polymer films
…
probed by 
raman scattering
at various distances
free jet expansion
…
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example of Principal Component Analysis of word vectors exhibiting topical clustering 
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artificial_intelligence

natural_language_processing

information_retrieval

wireless_networks

pattern_recognition

signal_processing

image_processing

computational_biology

medical_imaging

name_entity_recognition
information_extraction
machine_translation
question_answering
text_summarization
word_sense_disambiguation
text_classification
recommendation_systems
knowledge_representation
computational_linguistics
knowledge_discovery
image_enhancement
image_compression
texture_classification
skin_detection
image_segmentation
pose_estimation

example of a generated taxonomy, adapted from HiExpan [4]
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demonstration of a semantic graph manually constructed from text 
embeddings,  Probase [5] and  AutoPhrase [1] [2] output
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